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A given B .



Classical Bayes
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. Support B provides for A .
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Posterior Prior - initial belief in A
.

Idea : we will encode this diagrammatically in categories
that abstract the relevant probabilistic notions .

This will
include Ct - algebras .
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Definition : A Markov Category is a symmetric monoidal category
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Bayes Redux

et / and Y be finite sets
.

Given a probability measure p
and a stochastic map f :/- Y

,

there exists a stochastic map

g
: Ynmsx such that the following diagram commutes

.
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Bayes Redux
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Quantum Markov Categories

Morally ,

these are Markov categories with an involution .

However
,
each morphism is labeled and only morphisms with the

same label can be tensored
.

but
.

"
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= =H
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- i V. replaces

Mostly ,
the same rules and

as before
.

=

some additional
axioms

.

Exll Finite dimensional -algebras with linear and conj . linear maps .

NonexD Finite dimensional -algebras with completely positive unital maps .



Bayes Redux

Let B A be a completely positive unital map between finite dimensional
E

'

-algebras. Amid a state , and let 5 -

-wot
.

A Bayesian inverse of E. o)
is a completely positive map Ami B such that

G x idis ida x F

Bi B A B AA
O
. o

.J )
b b

' O
. O

.
a a

'

I B o? o? a- I
bb
'

) ) aa
'

O
. o

.) )

B ¢ A
g w

Any linear map satisfying the above will be called a Bayes map .



(Parzygnat -R)

Proposition : Let F : Mn- Mm be a completely positive unital map,
w -
- trip - I , w : Mmm> Cl

,
and set g of -- true)

.

Let Pg be
the support of g .

A Bages map G : Mm-M
.
must satisfy

BG (Al -- E Ffs Al .

Here
,
we make no claims on positivity .

However
,
BGC l Pg is completely positive iff PgGl l Pg is * - preserving .



Schur Complements

A B

B
"

C
to iff

" Ato

M -

- 2) KERLAIEKERLB'T

3) C- B'
'A' BZO

Furthermore
,
when Mao

,

*

M -

- Aps. Bc = III. cops B III"
c- 8*3



Choi -Matrix

Let i : Mn ' Mm be a linear map and C. Eis. I itEid be called
the Choi matrix for i

.

The map i is completely positive if f C.
is a positive matrix .

We can use this and the previous slide to build Bayes inverses .
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Theorem : Let F. Mn- Mm be a completely positive unital map,
w -
- trip - I , w : Mmm> Cl

,
and set g :-. woe -- true)

.

Let Pg be
the support of g .

Set
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Then #w/ has a Bayesian inverse iff

A-A
*

and trialBt't BKB:
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